Abstract: Differential-algebraic equations (DAEs) arise in a variety of applications. Their analysis and numerical treatment, therefore, plays an important role in modern mathematics. The paper gives an introduction to the topics of DAEs. Examples of DAEs are considered showing their importance for practical problems. Some essential concepts that are really essential for understanding the DAE systems are introduced. The canonical forms of DAEs are discussed widely to make them more efficient and easy for practical use. Also some numerical examples are discussed to clarify the existence and uniqueness of the system’s solutions.
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1 Introduction
Differential-algebraic equations (DAEs) have wide applications in the modeling and simulation of constrained dynamical systems in numerous applications, such as mechanical multibody systems[1][2], electrical circuit simulation[2][3], chemical engineering, control theory[1][3][4], fluid dynamics, and many other areas. The dynamical behavior of physical processes is usually modeled via differential equations. But if the states of the physical system are in some ways constrained, like for example by conservation laws such as Kirchhoff’s laws in the electrical networks[3], or by position constraints such as the movement of mass points on a surface[5], then the mathematical model also contains algebraic equations to describe these constraints. Such systems, consisting of both differential and algebraic equations are called differential-algebraic systems, algebro-differential systems, or implicit differential equations.

A Differential-Algebraic Equation (DAE) is, essentially, an Ordinary Differential Equation (ODE) of the type

\[ F(t, x, \dot{x}) = 0 \]  

with \( F : \mathbb{I} \times \mathbb{X}^n \times \mathbb{X}^n = \mathbb{X}^m \), where \( \mathbb{I} \subseteq \mathbb{P} \) and \( m, n \in \mathbb{N} \) that cannot be solved explicitly for the derivative \( \dot{x} \). The name comes from the fact that in some cases they can be reduced to two-part system: A usual differential system plus an algebraic part, that is

\[
\begin{align*}
\dot{x} &= f(t, x, z); \\
0 &= g(t, x, z).
\end{align*}
\]  

Here the ODE (2) for \( x(t) \) depends on additional algebraic variable \( z(t) \), and the solution is forced in addition to satisfy the algebraic constraints given with it. The system (2) is called a semi explicit system of differential-algebraic equations (DAEs).

In comparison with ODEs, these equations present at least two major difficulties: the first lies in the fact that it is not possible to establish general existence and uniqueness results, due to their more complicate structure; the second one is that DAEs do not regularize the input, since solving them typically involves differentiation in place of integration.[1]-[6].

2 Examples of Differential-Algebraic Equations

Modeling with DAEs plays a vital role, among others, for constrained mechanical systems, electrical circuits and chemical reaction kinetics. We will discuss here one important application of DAEs in constrained mechanical systems.[1]

2.1 Constrained mechanical systems

Consider the mathematical pendulum in figure 1. Let \( m \) be the pendulum’s mass which is attached to a rod of length \( l \). In order to describe the pendulum in Cartesian coordinates we write down the potential energy [1][7]
\[ U(x, y) = mgh = mgl - mgy \] (3)

where \((x(t), y(t))\) is the position of the moving mass at time \(t\). The earth’s acceleration of gravity is given by \(g\); the pendulum’s height is \(h\). If we denote the derivative of \(x\) and \(y\) by \(\dot{x}\) and \(\dot{y}\) respectively, then, the kinetic energy is given by,

\[ T(\dot{x}, \dot{y}) = \frac{1}{2} m (\dot{x} + \dot{y}) \] (4)

The term \((\dot{x} + \dot{y})\) describes the pendulum’s velocity. The constraint is found to be

\[ 0 = g(x, y) = x^2 + y^2 - l^2 \] (5)

Equation (3) − (5) are used to form the Language function

\[ L(q, \dot{q}) = T(\dot{x}, \dot{y}) - U(x, y) - \lambda g(x, y) \]

Here \(q\) denotes the vector \(q = (x, y, \lambda)\). Note that \(\lambda\) serves as a Language multiplier. The equation of motion is now given by Euler’s equations:

\[ \frac{d}{dt} \left( \frac{dL}{dq_k} \right) - \frac{dL}{dq_k} = 0, \quad k = 1, 2, 3, \ldots \]

We arrive at the system

\[ mx\ddot{x} = 0 \] (6)

\[ my\ddot{y} - mg + 2\lambda y = 0 \] (7)

\[ g(x, y) = 0 \] (8)

By introducing additional variables \(u = \dot{x}\) and \(v = \dot{y}\) we see that the system of equations (6) − (8) is indeed of the form (1).

When solving the above system as an initial value problem, we observe that each initial value \((x(t_0), y(t_0)) = (x_0, y_0)\) has to satisfy the constraint (5) (consistent initialization). No initial condition can be posed for \(\lambda\), as \(\lambda\) is determined implicitly by the system (6) − (8) [1].

3 Some essential concepts for DAEs

3.1 Solvability concepts

In order to develop a theoretical analysis for the system (1), one has to specify the kind of solution that one is interested, i.e., the solution space in which the solution should lie. Here we discuss the classical (continuously differentiable) solutions[1][4], although other concepts are also available.

Definition:

Let \(X^k(I, X^n)\) denote the vector space of all \(k\)-times continuously differential functions from the real interval \(I\) into the complex vector space \(C^n\).

i. A function \(x \in C^1(I, X^n)\) is called a solution of (1) if it satisfies (1) point wise.

ii. A function \(x \in C^1(I, X^n)\) is called a solution of the initial value problem (1) with initial condition \(x(t_0) = x_0; t \in I\), if it furthermore satisfies the initial condition.

iii. An initial condition \(x(t_0) = x_0; t \in I\), is called consistent with \(F\), if the associated initial value problem has at least one solution. In the following, a problem is called solvable if it has at least one solution.[1][5] In most literature, the term solvability is used only for systems which have a unique solution when consistent initial conditions are provided. If the solution of the initial problem is not unique which is, in particular, the case in the context of control problems [1][2], then further conditions have to be specified to single out specific desired solutions.

3.2 Index concepts

Since a DAE involves a mixture of differentiation and integrations, one may hope that applying analytical differentiations to a given system and eliminating as needed, repeatedly if necessary, will yield an explicit ODE system for all unknowns. This turns out to be true unless the problem is singular. The number of differentiations needed for this transformation is called the index of the DAE [1]-[5].

In more details, the differentiation index is the minimum number of times that all or part of (1) must be differentiated with respect to \(t\) in order to determine \(\dot{x}\) as a continuous function of \(t\) and \(x\). The difference is that an
ODE has index zero, while an algebraic equation has index one.

4 Linear DAEs with Constant Coefficients

The linear differential-algebraic equations with constant coefficients are of the form
\[ E \dot{x} = Ax + f(t) \]  
with \( E, A \in X^{m,n} \) and \( x \in C(I, X^m) \), possibly together with an initial condition
\[ x(t_0) = x_0 \]  
Such equations occur for example by linearization of autonomous nonlinear problems\([4],[6]\) with respect to constant (or critical) solutions where \( f \) plays the role of perturbation.

4.1 Canonical Forms

The linear differential-algebraic equations with constant coefficients can be treated by purely algebraic techniques. Scaling (9) by a nonsingular matrix \( Q \in X^{m,n} \), we obtain
\[ \tilde{E} \dot{x} = \tilde{A}x + \tilde{f}(t), \tilde{E} = PEQ, \tilde{A} = PAQ, \tilde{f} = Pf \]  
which is again a linear differential-algebraic equations with constant coefficients.

Moreover, the relation \( x = Q\tilde{x} \) gives a one-to-one correspondence between the corresponding solution sets\([1],[2]\). This means that we can consider the transformed problem (11) instead of (9) with respect to solvability and related questions. The following definition of equivalence is now evident.

**Definition**

Two pairs of matrices \((E_1, A_1), (E_2, A_2) \in P \times X^{m,n}\) are called (strongly) equivalent if there exist nonsingular matrices \( P \in X^{m,n} \) and \( Q \in X^{n,n} \) such that
\[ E_2 = PE_1Q, \quad A_2 = PA_1Q \]
If this is the case, we write \((E_1, A_1) \sim (E_2, A_2)\).

**Lemma 4.a.** The relation induced in Definition canonical form is an equivalence relation.

**Theorem 4.A.** Let \( E, A \in X^{m,n} \), then there exist nonsingular matrices \( P \in X^{m,n} \) and \( Q \in X^{n,n} \) such that (for all \( \lambda \in X \))

\[ P(\lambda E - A)Q = \text{diag}(\mathcal{L}e_1, \ldots, \mathcal{L}e_p, \mathcal{M}\eta_1, \ldots, \mathcal{M}\eta_r, \mathcal{J}\rho_1, \ldots, \mathcal{J}\rho_s, \mathcal{N}\sigma_1, \ldots, \mathcal{N}\sigma_t), \]
where the block entries have the following properties\([1]\):

i. Every entry \( \mathcal{L}e_i \) is a bidiagonal block of size \( e_i \times (e_i + 1) \), \( e_i \in \mathbb{N}_0 \), of the form
\[ \begin{bmatrix} 0 & 1 & \ldots & \ldots & \ldots & \lambda & \ldots & \ldots & \ldots \end{bmatrix} \]

ii. Every entry \( \mathcal{M}\eta_j \) is a bidiagonal block of size \( (\eta_j + 1) \times \eta_j \), \( \eta_j \in \mathbb{N}_0 \), of the form
\[ \begin{bmatrix} 1 & \ldots & \lambda & 1 & \ldots & \ldots & \ldots \end{bmatrix} \]

iii. Every entry \( \mathcal{J}\rho_j \) is a Jordan block of size \( \rho_j \times \rho_j \), \( \rho_j \in \mathbb{N} \), \( \lambda_j \in X \) of the form
\[ \begin{bmatrix} 1 & \lambda_j & 1 & \lambda_j & \ldots & \lambda_j & \lambda_j \end{bmatrix} \]

iv. Every entry \( \mathcal{N}\sigma_j \) is a nilpotent block of size \( \sigma_j \times \sigma_j \), \( \sigma_j \in \mathbb{N} \), of the form
\[ \begin{bmatrix} 0 & 1 & \ldots & \ldots & \lambda & \ldots & \ldots & \ldots \end{bmatrix} \]

The Kronecker canonical form is unique up to permutation of the blocks, i.e., the kind, size and number of the blocks are characteristic for the matrix pair \((E, A)\).

Note that, the notation for the blocks in Theorem 4.C implies that a pair of 1×1 matrices \((0, 0)\) actually consist of two blocks, a \( L_0 \) size 0×1 and a block \( M_0 \) of size 1×0.

**Example:** The Kronecker canonical form of the pair consists of one Jordan block \( \lambda [1] - (1) \), two nilpotent blocks \( N_2, N_1 \) and three rectangular blocks \( L_1, L_0, M_0 \).
We here only to discuss square matrices. Let \( E_2 = P E_1 Q \) and \( A_2 = P A_1 Q \) with nonsingular \( P \) and \( Q \). Then we have,
\[
P_2(\lambda) = \det(\lambda E_2 - A_2) = \det(\lambda P E_1 Q - P A_1 Q) = \det P \det(\lambda E_1 - A_1) \det Q = C P_1(\lambda) \quad \text{with} \quad C \neq 0
\]
Regularity of a matrix pair is closely related to the solution behavior of the corresponding differential-algebraic equation.

**Theorem 4.B.**

Let \( E, A \in X^{m,n} \) and \( (E, A) \) be regular. Then we have
\[
(E, A) \sim \begin{bmatrix} I & 0 \\ 0 & J \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & N \end{bmatrix}
\]
where \( J \) is a matrix in Jordan canonical form and \( N \) is a nilpotent matrix[1][7][8] also in Jordan canonical form. Moreover, it is allowed that one or the other block is not present.

**Proof:** Since \( (E, A) \) is regular, there exist a \( \lambda_0 \in \mathbb{C} \) with \( \det(\lambda_0 E - A) \neq 0 \) implying that \( (\lambda_0 E - A) \) is non-singular. Hence, \( (E, A) \sim (E - \lambda_0 E, E) \sim ((A - \lambda_0 E)^{-1} E, I + \lambda_0 (A - \lambda_0 E)^{-1} E) \)

The next step is to transform \( (A - \lambda_0 E)^{-1} E \) to Jordan canonical form. This is given by \( \text{diag}(\tilde{J}, \tilde{N}) \), where \( \tilde{J} \) is a nonsingular (i.e., the part corresponding to the nonzero eigenvalues) and \( \tilde{N} \) is a nilpotent, strictly upper triangular matrix. We obtain
\[
(E, A) \sim \begin{bmatrix} J & 0 \\ 0 & \tilde{N} \end{bmatrix} \begin{bmatrix} I + \lambda_0 \tilde{J} & 0 \\ 0 & I + \lambda_0 \tilde{N} \end{bmatrix}
\]
Because of the special form of \( \tilde{N} \), the entry \( I + \lambda_0 \tilde{N} \) is a nonsingular upper triangular matrix. It follows that,
\[
(E, A) \sim \begin{bmatrix} I & 0 \\ 0 & (I + \lambda_0 \tilde{N})^{-1} \tilde{N} \end{bmatrix} \begin{bmatrix} J + \lambda_0 I \\ 0 \end{bmatrix}
\]
where \( (I + \lambda_0 \tilde{N})^{-1} \tilde{N} \) is again a strictly upper triangular matrix and therefore nilpotent. Transformation of the nontrivial entries to Jordan canonical form finally yields (13) with the required block structure[1].

With the help of (13), which is sometimes called *Weierstraß canonical form*, we can now write down the solutions of (9) in the case of a regular matrix pair explicitly.

In particular we utilize that (9) separates into two subproblems when \( (E, A) \) is in canonical form. That means, denoting for both subproblems the unknown function by \( x \in \mathcal{C}^1(I, X) \) and the inhomogeneity by \( x \in \mathcal{C}^1(I, X^\nu) \) and also using *Weierstraß canonical form*, the formula \( E \dot{x} = Ax + f \) transforms to
\[
\begin{bmatrix} I & 0 \\ 0 & N \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} J & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} f_1 \\ f_2 \end{bmatrix}
\]
That implies \( \dot{x}_1 = J x_1 + f_1 \), And \( N \dot{x}_2 = I x_2 + f_2 \).

Or, \( \dot{x}_1 = J x_1 + f_1 \), \( N \dot{x}_2 = x_2 + f_2 \).

(Since \( I \) is the identity matrix).

And finally, we get for the first subproblem \( \dot{x} = J x + f(t) \),
\[
(14)
\]
which is a linear ordinary differential equation, while for the second subproblem we obtain \( N \dot{x} = x + f(t) \).
\[
(15)
\]
We here note that in equation (15) \( N \) is a nilpotent matrix. When its index of
nilpotency is zero, it is nothing but a zero matrix. In that case equation (15) is just an algebraic equation of the form as mentioned in equation (2).

We observe that equation (14) is an initial value problem for linear ordinary differential equations and is always solvable. Therefore, here we will only give a more details of (15)[1][6][8].

**Lemma 4.c:**

Consider (15) with

\[ f \in C^n(1, \lambda^n), n \geq 1. \]

Let \( \nu \) be the index of the nilpotency of \( N \), i.e., \( N^\nu \neq 0 \), and \( N^\nu-1 \neq 0 \). Then (15) has the unique solution

\[ x = -\sum_{i=0}^{\nu-1} N^i f^{(i)}. \]  

**(Proof):** Let \( D \) be a linear operator which maps a (continuously) differentiable function \( x \) to its derivative \( \dot{x} \). Then (15) becomes

\[ NDx = x + f \quad \text{or} \quad (I - ND)x + f = 0. \]

Because \( N \) is nilpotent and \( N \) and \( D \) commute (\( N \) is constant factor), we obtain

\[ x = -(I - ND)^{-1} f = -\sum_{i=0}^{\nu-1} (ND)^{i} f = -\sum_{i=0}^{\nu-1} N^i f^{(i)} \]

by using the Neumann series.

Inserting into (15), gives

\[ N\dot{x} - x - f = -N \sum_{i=0}^{\nu-1} \sum_{i=0}^{\nu-1} N^{i+i} f^{(i+i)} + \sum_{i=0}^{\nu-1} N^i f^{(i)} - f = 0, \]

or,

\[ -\sum_{i=0}^{\nu-1} N^{i+i} f^{(i+i)} + \sum_{i=0}^{\nu-1} N^i f^{(i)} - f = 0, \]

thus showing that (16) is indeed a solution.

We can now make two important observations looking at this Lemma. The firestone is, the solution is unique without specifying initial values or, in other words, the only possible initial condition at \( t_0 \) is given by the value \( x \) from (16) at \( t_0 \). The second one is, one must require that \( f \) is at least \( \nu \) times continuously differentiable to confirm that \( x \) is continuously differentiable. Thus we see that, the quantity \( \nu \) plays an important role in the theory of regular DAEs with constant coefficient[6][8].

**Definition**

Let us consider a pair \( (E, A) \) of square matrices that is regular and has a canonical form as in (13). The quantity \( \nu \) defined by

\[ N^\nu = 0, N^{\nu-1} \neq 0 \]  

i.e., by the index of nilpotency of \( N \) in (13), if the nilpotent block in (13) is present and by \( \nu = 0 \) if it is absent, is called the index of the matrix pair \( (E, A) \), denoted by \( \nu = ind(E, A) \).

Note that \( \nu \) does not depend on the special transformation to canonical form.

**Lemma 4.d.**

Suppose that the pair \( (E, A) \) of square matrices has the two canonical forms

\[ (E, A) \sim \begin{bmatrix} I & 0 \\ N_i & J_i \end{bmatrix}, \quad i = 1, 2 \]

where \( d_i, i = 1, 2 \), is the size of the block \( J_i \). Then \( d_i = d_2 \) and, furthermore, \( N_i^\nu = 0 \), and \( N_i^{\nu-1} \neq 0 \) if and only if \( N_2^\nu = 0 \) and \( N_2^{\nu-1} \neq 0 \).

**(Proof):** For the characteristic polynomial [1][5] of two canonical forms, we have

\[ p_i(\lambda) = \det(\lambda E_i - A_i) \]

\[ = \det \begin{bmatrix} I & 0 \\ 0 & N_i \end{bmatrix} - \begin{bmatrix} J_i & 0 \\ 0 & I \end{bmatrix} \]

\[ = \det \begin{bmatrix} \lambda I - J_i & 0 \\ 0 & \lambda N_i - I \end{bmatrix} \]

\[ = (-1)^{d_i} \det(\lambda I - J_i). \]

Hence, \( p_i \) is a polynomial of degree \( d_i \).

Since the normal forms are strongly equivalent, \( p_1 \) and \( p_2 \) can only differ by a constant factor according to the proof of Lemma 4.b. Thus \( d_1 = d_2 \) and the block sizes in the canonical forms are the same. Furthermore, from the strong equivalence [1][4][7] of the canonical forms it follows that there exist nonsingular matrix

\[ P = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix}, \quad Q = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix}, \]

partitioned conformably, such that

\[ \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & N_2 \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & N_1 \end{bmatrix} \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \]

and

\[ \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix} \begin{bmatrix} J_2 & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} J_1 & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix}. \]

Thus, we obtain the relations
\[ P_{11}Q_1 = P_{21}Q_2 = P_{22}N_{22}, \]
\[ P_{11}J_1 = J_1Q_1, \quad P_{12} = J_1Q_1, \quad P_{21}J_2 = P_{22}N_{22}, \]
From this, we get \( P_{11} = N_1P_{21}J_2 \) and, by successive insertion of \( P_{21} \), finally \( P_{21} = 0 \) by the nilpotency of \( N_1 \). Similarly, \( P_{12} = J_1Q_1 \) and \( P_{21}J_2 = Q_{21} \) for the similar reason. Therefore \( P_{11} = Q_{11} \) and \( P_{22} = Q_{22} \) must be nonsingular. In particular, \( J_1 \) and \( J_2 \) as well as \( N_1 \) and \( N_2 \) must be similar. That proves our claim, because the Jordan canonical forms of \( N_1 \) and \( N_2 \) consist of the same nilpotent Jordan blocks. This shows that the block sizes of the canonical form (13) and the index, as defined in Definition, are characteristic values for the pair of square matrices as well as for the associated linear differential-algebraic equations with constant coefficients.

**Theorem 4.C.**

Let the pair \((E, A)\) of the square matrices be regular and let \( P \) and \( Q \) be nonsingular matrices which transform (9) and (10) to Weierstrass canonical form, \([4][8]\) i.e.,
\[
PEQ = \begin{bmatrix} I & 0 \\ 0 & N \end{bmatrix}, \quad PAQ = \begin{bmatrix} J & 0 \\ 0 & I \end{bmatrix}, \quad PF = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix},
\]
and set \( Q^{-1}x = \begin{bmatrix} \tilde{x}_1 \\ \tilde{x}_2 \end{bmatrix}, \quad Q^{-1}x_0 = \begin{bmatrix} \tilde{x}_{1,0} \\ \tilde{x}_{2,0} \end{bmatrix}. \)

Furthermore, let \( \nu = \text{ind}(E, A) \) and \( f \in C^n(I, X^n) \). Then we have the following:

**i.** The differential-algebraic equation (9) is solvable.

**ii.** An initial condition (10) is consistent if and only if \( \tilde{x}_{2,0} = -\sum_{i=0}^{\nu-1} N^i f_1^{(i)}(t_0) \).

In particular, the set of consistent initial values \( x_0 \) is nonempty.

**iii.** Every IVP with consistent initial condition is uniquely solvable.

**Example:**

Consider the differential-algebraic equation
\[
E\dot{x} = Ax + f(t)
\]
with
\[
E = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad f(t) = \begin{bmatrix} 0 \\ -t \end{bmatrix}.
\]

To find the solution set,
\[
x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \quad \text{and} \quad \dot{x} = \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix}
\]

Therefore, we have from the above system,
\[
\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} 0 \\ -t \end{bmatrix}
\]
and \( \begin{bmatrix} 0 \\ \dot{x}_3 \end{bmatrix} = [1, x_1] + [-t]. \)

Now, equating the corresponding components and then simplifying we have,
\[
\begin{align*}
\dot{x}_2 &= x_1 + 0 & & \text{and} & & 0 &= x_3 - t, \\
0 &= x_2 + (-t^3) & & \text{or}, & & x_2 &= t^3 \\
\dot{x}_3 &= x_1 & & \text{or}, & & x_3 &= t \\
\end{align*}
\]

Therefore, the solution is unique and given by \( x(t) = \begin{bmatrix} 3t^2 & t^3 & t \end{bmatrix} \), independent of an initial condition.

**Remark**

It remains to consider what happens if a given matrix pair \((E, A)\) is not regular, i.e., if the matrices are not square or the characteristic polynomial (12) vanishes identically. In particular, we want to show that in this case the corresponding initial value problem either has more than one solution or there are arbitrary smooth inhomogeneities for which there is no solution at all \([1][5]\). With the well-known superposition principle for linear problems we know that two solutions of a inhomogeneous problem \([2][8]\) differ by a solution of the homogeneous problem, this is equivalent to the following statement.

**Theorem 4.D.**

Let \( E, A \in X^{m,n} \) and suppose that \((E, A)\) is a singular matrix pair.
i. If \( \text{rank}(\lambda E - A) < n \) for all \( \lambda \in \mathbb{C} \)

then the homogeneous initial value problem

\[
\dot{E}x = Ax, \quad x(t_0) = 0
\]

(17)

has a nontrivial solution.

ii. If \( \text{rank}(\lambda E - A) = n \) for some \( \lambda \in \mathbb{C} \)

and hence \( m > n \), then there exist arbitrarily many smooth inhomogeneities \( f \) for which the corresponding differential-algebraic equation is not solvable.

**Proof:** For the first case, suppose that, \( \text{rank}(\lambda E - A) < n \) for some \( \lambda \in \mathbb{C} \).

Let \( \lambda_i, i = 1, ..., n+1 \), be pair wise different complex numbers. For every \( \lambda_i \), we have a \( v_i \in X^n \setminus \{0\} \) with \( (\lambda_i E - A)v_i = 0 \) and clearly the vector \( v_i, i = 1, ..., n+1 \), are linearly dependent. Hence, there exist complex number \( \alpha_i, i = 1, ..., n+1 \), not all zero, such that

\[
\sum_{i=1}^{n+1} \alpha_i v_i = 0
\]

For the function \( x \) defined by

\[
x(t) = \sum_{i=1}^{n+1} \alpha_i v_i e^{\lambda_i (t-t_0)},
\]

we then have \( x(t_0) = 0 \) and

\[
\dot{E}x(t) = \sum_{i=1}^{n+1} \alpha_i \lambda_i E v_i e^{\lambda_i (t-t_0)}
\]

\[
= \sum_{i=1}^{n+1} \alpha_i \lambda_i v_i e^{\lambda_i (t-t_0)}
\]

(18)

Since \( (\lambda_i E - A)v_i = 0 \) and \( v_i \in X^n \setminus \{0\} \), Therefore, \( (\lambda_i E - A) = 0 \) for \( i = 1, ..., n+1 \).

Hence, equation \( (4.1.8) \) gives,

\[
\dot{E}x(t) = \sum_{i=1}^{n+1} \alpha_i Av_i e^{\lambda_i (t-t_0)}
\]

\[
= A \sum_{i=1}^{n+1} \alpha_i v_i e^{\lambda_i (t-t_0)}
\]

\[
= Ax(t).
\]

(Since \( A \in X^m \setminus \{0\} \) and constant)

Since \( x \) is not the zero function, it is a nontrivial solution of the homogeneous initial value problem \( (4.1.7) \). [1][4]

For the second case, suppose that there exists an element \( \lambda \) such that \( \text{rank}(\lambda E - A) = n \).

Since \( (E, A) \) is assumed to be singular, we have \( m > n \).

Now defining the function \( x \) by

\[
x(t) = e^{\lambda t} \tilde{x}(t),
\]

We have \( \dot{x}(t) = e^{\lambda t} \tilde{x}(t) + \lambda e^{\lambda t} \tilde{x}(t) \)

Then, \( (4.1) \) transformed to \( E(e^{\lambda t} \tilde{x}(t) + \lambda e^{\lambda t} \tilde{x}(t)) = Ae^{\lambda t} \tilde{x}(t) + f(t), \)

or, \( e^{\lambda t} E \tilde{x}(t) + \lambda \tilde{x}(t) = Ae^{\lambda t} \tilde{x}(t) + f(t), \)

or, \( E \tilde{x}(t) + \lambda \tilde{x}(t) = A \tilde{x}(t) + e^{-\lambda t} f(t), \)

or, \( E \tilde{x}(t) = A \tilde{x}(t) - \lambda \tilde{x}(t) + e^{-\lambda t} f(t), \)

or, \( E \tilde{x}(t) = (A - \lambda E) \tilde{x} + e^{-\lambda t} f(t). \)

(19)

Since \( A - \lambda E \) has full rank (\( = n \)), there exists a nonsingular matrix \( P \in \mathbb{X}^{m \times m} \) such that \( E \tilde{x}(t) \), multiplied from the left by \( P \), gives

\[
\begin{pmatrix}
E_1 \\
E_2
\end{pmatrix}
\]

\[
\begin{pmatrix}
\dot{x} \\
\ddot{x}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
I \\
0
\end{pmatrix} \tilde{x} + \begin{pmatrix}
f_1(t) \\
f_2(t)
\end{pmatrix}
\]

Solving this system of equations, we have

\[
E_1 \tilde{x} = \tilde{x} + f_1(t), \quad E_2 \tilde{x} = f_2(t).
\]

The pair \((E_1, I)\) is regular, implying that \( E_1 \tilde{x} = \tilde{x} + f_1(t), \quad \tilde{x}(t_0) = \tilde{x}_0 \)

has a unique solution for every sufficiently smooth inhomogeneity \( f_1 \) and for every consistent initial value. But then \( f_2(t) = E_2 \tilde{x}(t) \) is a consistency condition for the inhomogeneity \( f_2 \) that must hold for a solution to exist. But there exist arbitrarily many smooth functions \( f \) for which this consistency condition is not satisfied.

[4][6][7]

**Example:** Consider the differential-algebraic equation

\[
E \dot{x} = Ax + f(t)
\]

with

\[
E = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}, \quad A = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \quad f = \begin{bmatrix}
f_1 \\
f_2
\end{bmatrix}
\]

The solution is derived as follows:

Let \( \tilde{E}_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \tilde{A}_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \tilde{f}_1 = [f_1] \)

and \( \tilde{E}_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \tilde{A}_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \tilde{f}_2 = [f_2] \).

Here the pair \((\tilde{E}_1, \tilde{A}_1)\) consists of the rectangular block \( L_1 \), and the pair \((\tilde{E}_2, \tilde{A}_2)\) consists of the bidiagonal block \( M_1 \).

To find the solution set,
Case I: For the homogeneous problem (17), we have,

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
1 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 \\
1
\end{bmatrix}
\begin{bmatrix}
x_3
\end{bmatrix}.
\]

Solving the above systems, we get,

\[
\dot{x}_2 = x_1, \quad \dot{x}_3 = 0, \quad \text{and} \quad 0 = x_3.
\]

This shows that the homogeneous problem (17) has non-trivial solution.

Case II: For the differential-algebraic equation

\[
E \dot{x} = Ax + f(t),
\]

we have the forms,

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
f_1 \\
f_2
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
1 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 \\
1
\end{bmatrix}
\begin{bmatrix}
x_3
\end{bmatrix} + \begin{bmatrix}
f_3
\end{bmatrix}.
\]

Solving this systems, we get

\[
\dot{x}_2 = x_1 + f_1, \quad \dot{x}_3 = f_2 \quad \text{and} \quad x_3 = -f_3.
\]

We here observe that for

Case III: the solution is independent of initial values. For the solution to exist, we need \( f_2 = -f_3 \). The solution is not unique, since any continuous differentiable function \( x_1 \) can be chosen.

5 Conclusion

Starting with a new concept of DAE systems, we have discussed the system with canonical form and some examples regarding the uniqueness and existence of the solutions. This canonical form is a powerful tool in the analysis of circuit equations and dynamical systems arising in practical case. There has been a tremendous explosion in the research literature in the area of differential-algebraic equations.
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